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Abstract 

Joint Entity and Relation Extraction (JERE) plays an important role in natural language processing (NLP) by identifying names, 

locations, and the relationships among them from unstructured text. Despite extensive research in languages like English, JERE 

poses significant challenges in low-resource languages, particularly Urdu, due to limited annotated da-ta and inherent linguistic 

complexities. In this paper, we propose a novel Machine Reading Comprehension (MRC)-based approach that effectively 

addresses the JERE task for Urdu, integrating a text encoder and a question-answering module that work synergistically to 

enhance entity and relationship extraction. We introduce an annotated Urdu JERE dataset and demonstrate how our methodology 

will significantly contribute to multilingual NLP efforts. We propose an innovative Machine Reading Comprehension 

(MRC)-based method to tackle JERE in Urdu. This method has two main components: a text encoder and a question answering 

(QA) module. The text encoder converts Urdu text into a compact vector form, which is then fed into the QA module. The QA 

module generates answers to queries regarding the desired entities and relationships, producing a sequence of tokens that 

represent these entities and their interactions. The model is trained to minimize the difference between its predicted answers and 

the correct ones. Our approach, along with the introduction of an annotated Urdu JERE dataset, significantly advances 

multilingual NLP and information ex-traction research. The insights gained can be applied to other low-resource languages, 

aiding in the development of NLP tools and applications for a broader array of languages.  

Keywords 

Entity Recognition, Joint Entity and Relation Extraction, Machine Reading Comprehension, Natural Language Processing,  

Urdu Language 

 

1. Introduction 

Natural Language Processing (NLP) has witnessed re-

markable advancements in recent years, driven by the prolif-

eration of deep learning techniques and neural architectures. 

Among the pivotal tasks in NLP are entity extraction and 

relation extraction, which play a crucial role in understanding 

the structure and context of unstructured textual data. Entity 

extraction involves identifying and categorizing key elements 

in a text, such as names of people, organizations, locations, 

and other significant entities. Meanwhile, relation extraction 

seeks to determine the relationships that exist between these 

entities, thereby facilitating a deeper understanding of the 

semantic relationships in textual information. 
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Despite the progress made in NLP for widely spoken lan-

guages like English and Mandarin, there remains a significant 

gap in research and development for low-resource languages, 

including Urdu. Urdu, spoken by millions in Pakistan and 

India, presents unique linguistic and contextual challenges, 

including diverse script forms, rich morphology, and a blend 

of idiomatic expressions influenced by regional languages. 

These complexities necessitate specialized techniques for 

effective entity and relation extraction that cater specifically 

to the linguistic features of Urdu. 

The integration of Machine Reading Comprehension 

(MRC) methodologies into NLP tasks has opened new ave-

nues for improving the performance of traditional extraction 

techniques. MRC involves training models to comprehend 

and answer questions based on provided text, which leveraged 

to enhance joint extraction tasks. By employing MRC, we 

examine how entities and their interrelations are represented 

in a broader context, enabling a more nuanced approach to 

extraction that considers both syntactic and semantic elements 

together. 

This paper presents a novel framework for Joint Entity and 

Relation Extraction using Machine Reading Comprehension 

that is tailored for the Urdu language. Our approach aims to 

address the limitations of existing methods by harnessing the 

power of MRC to build a unified model that simultaneously 

identifies entities and discerns their relationships within a text. 

We will explore the development of datasets specific to Urdu, 

the architectural choices for our machine learning models, and 

the implications of our findings on the domain of NLP for 

low-resource languages. 

Moreover, this research will provide an analytical com-

parison of our approach against state-of-the-art systems in 

both Urdu and other languages, highlighting the potential for 

cross-linguistic applications and the broader significance of 

enhancing NLP capabilities for underrepresented languages. 

By revealing insights into the challenges and opportunities of 

joint entity and relation extraction in Urdu, we aim to con-

tribute meaningfully to the progression of NLP techniques 

that can serve diverse linguistic communities. 

2. Related Work 

Several methodologies have been proposed for joint entity 

and relation extraction in various languages. One notable 

approach is the use of transformer-based models, such as 

BERT, which have been applied to recognize and categorize 

entities while simultaneously discerning relationships based 

on contextual embeddings [1]. However, much of this work is 

language-specific, and Urdu has yet to be thoroughly explored 

within this context. 

Machine reading comprehension has emerged as a power-

ful technique to facilitate the understanding of context and 

nuances within text. Recent works have demonstrated the 

utility of MRC in tasks such as question answering, summa-

rization, and, more pertinently, entity-relation identification 

[2]. For instance, models designed with hierarchical attention 

mechanisms have shown improved performance in un-

der-standing context [3]. 

While significant research has been conducted in NLP for 

languages like English, Urdu remains underrepresented. 

However, studies such as the development of part-of-speech 

tagging and dependency parsing tools for Urdu have laid 

foundational work [4, 5]. More progress has been made in 

recent years with Urdu-specific datasets, enabling supervised 

learning for tasks such as named entity recognition (NER) and 

semantic role labeling (SRL) [6]. 

To date, there has been limited exploration of joint extrac-

tion frameworks specifically tailored for Urdu. Most existing 

research focuses on standard NER techniques rather than 

JERE as a comprehensive task. One relevant study by [7] 

introduced a rule-based approach for entity extraction in Urdu 

text but did not address relational aspects, indicating a re-

search gap in applying full-sequence models to facilitate 

JERE tasks. 

The existing literature highlights a significant gap regard-

ing the application of deep learning and MRC techniques for 

joint entity and relation extraction in Urdu. Future research 

should focus on developing large-scale annotated datasets that 

incorporate both entities and relationships within various 

contexts in Urdu. Furthermore, adapting transformer-based 

models for Urdu can enhance the performance of joint ex-

traction systems and better leverage the nuances of the Urdu 

language. As evidenced in multi-lingual models, such as 

XLM-R [8], there is potential for cross-linguistic enrichments 

that can benefit Urdu NLP tasks. 

As Urdu emerges as a vital language in the digital era, the 

need for accurate and efficient joint entity and relation ex-

traction systems becomes increasingly important. While 

strides have been made in entity recognition and relation 

extraction for other languages, similar advancements in Urdu 

are required. By leveraging machine read-ing comprehension 

along with state-of-the-art deep learning models, the goal of 

creating robust JERE systems for Urdu can be realized, con-

tributing significantly to the field of information extraction in 

under-resourced languages. 

2.1. Named Entity Recognition (NER) 

Named Entity Recognition involves identifying and clas-

sifying key entities in text into predefined categories, such as 

persons, organizations, and locations. Conversely, Relation 

Extraction focuses on determining relationships between 

identified entities. With the rapid growth of information 

available, especially in low-resourced languages like Urdu, 

effective NER and RE methodologies are imperative for fa-

cilitating structured data interpretation. This work investigates 

existing methodologies and proposes a unified approach em-

ploying MRC techniques for joint extraction of entities and 

relations in Urdu text. 
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2.1.1. Rule-Based Approaches 

Early systems for NER leveraged handcrafted rules and 

lexical resources (e.g., gazetteers). These systems rely on 

predefined patterns and regular expressions for entity identi-

fication. For example, a rule-based NER system for Urdu 

includes patterns like identifying proper nouns by following 

linguistic cues [9].  

2.1.2. Feature-Based Approaches 

Feature-based methods utilize machine learning algorithms 

with a set of engineered features (e.g., capitalization, 

part-of-speech tags). Features are critical in creating a model 

that identifies entities based on their context [10]. These 

methods have been successfully applied to various languages 

including Urdu, with studies utilizing Conditional Random 

Fields (CRFs) [11]. 

2.1.3. Neural Methods 

Neural network models have advanced NER significantly 

by automating feature extraction. models like Bidirectional 

LSTM-CRF have shown promising results by utilizing deep 

learning to capture contextual information. Models such as 

BERT have also been applied to multilingual tasks, enhancing 

the understanding of Urdu language nuances [12]. 

2.2. Relation Extraction (RE) 

In the field of natural language processing (NLP), tradi-

tional approaches to relation extraction (RE) have typically 

involved a pipelined method. This approach first recognizes 

entities in the text and then predicts the relationships between 

them [13-15]. While this separation makes the RE task easier 

to handle, it ignores the inherent inter-action between the 

sub-tasks and is susceptible to error propagation. 

To address this limitation, later works have proposed to 

extract entities and relations jointly. Earlier joint models were 

built on hand-crafted features or external parsers, which in-

troduced additional complexity [16, 17]. With the advance-

ments in deep learning, several neural network-based methods 

have been developed to tackle this issue. 

For example, [18] proposed a tree-structured BiLSTM 

model with parameter sharing to extract entities and relations 

jointly. [19] then replaced this with an attention-based net-

work to better model the semantic relations between entities. 

Later, [20] introduced a seq2seq structure to generate enti-

ty-relation triples more naturally. 

However, as noted by [21], existing joint models predict 

entity spans correctly, but their performance in predicting 

entity types is less accurate. To better address the joint infer-

ence on entity types and relation types, recent studies have 

utilized graph convolutional networks [22-23]. 

The proposed approach in this work takes a different ap-

proach, using a Machine Reading Comprehension 

(MRC)-based method to predict entities and all corresponding 

relations jointly in an end-to-end manner [24]. This innova-

tive approach aims to address the challenges of joint entity 

and relation extraction, particularly for low-resource lan-

guages like Urdu, where the availability of annotated data is 

limited. 

2.2.1. Feature-Based Approaches 

Similar to NER, RE has evolved from feature engineering 

to machine learning. Initial methods relied on extracting lin-

guistic features to define relationships between entities ex-

plicitly. Such frameworks often require extensive domain 

knowledge to design effective feature sets [25].  

2.2.2. Kernel-Based Approaches 

Kernel-based methods apply kernel functions to categorize 

relationships without explicit feature design. Support Vector 

Machines (SVMs) with string kernels have been used for RE, 

successfully capturing complex relationships within text data 

[26]. 

2.2.3. Neural-Based Approaches 

Neural networks have transformed RE. Recent approaches 

utilize attention mechanisms and graph networks to model 

relationships among entities effectively. For instance, graph 

convolutional networks (GCNs) represent entity connections 

dynamically, enhancing the accuracy of relation extraction 

tasks [27]. Further developments in transformer architectures 

also provide robust frameworks for understanding se-mantic 

relationships within text [28]. 

2.3. Machine Reading Comprehension 

Our proposed model combines NER and RE through an 

MRC framework. MRC tasks require models to answer que-

ries based on given contexts, enabling the dual extraction of 

entities and relations in a unified process. 

Model Architecture 

Input Representation: The model takes in Urdu text and 

generates embeddings using a pre-trained multilingual BERT 

model.  

Entity and Relation Extraction: Utilizing a multi-task 

learning approach, the model simultaneously predicts entity 

spans and associated relations, optimizing shared representa-

tions for both tasks [37]. 

Attention Mechanisms: A dual-attention mechanism helps 

the model focus on relevant context when identifying entities 

and their relations. 

For training and evaluation, we will utilize existing Urdu 

corpora supplemented by synthetic annotated data. Standard 

evaluation metrics, including precision, recall, and F1-score, 

will gauge the performance of the proposed model against 

baseline methods. 
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3. Method 

The task of extracting named entities and their relationships 

from texts is crucial in natural language processing (NLP) and 

has significant applications in various fields such as 

knowledge graph construction, information retrieval, and text 

summarization [29]. Traditional methods typically handle 

entity extraction and relation extraction as separate tasks, 

which often leads to suboptimal results [30]. Combined, they 

leverage the synergies between recognizing entities and un-

derstanding their interrelations, resulting in a more holistic 

comprehension of the textual data [36]. 

This paper proposes a novel methodology aimed at tackling 

the challenge of joint entity and relation extraction specifi-

cally focused on the Urdu language using the Machine 

Reading Comprehension (MRC) paradigm. By leveraging 

state-of-the-art models, we establish a framework that not 

only identifies essential entities within the text but also dis-

cerns the relationships linking these entities. 

The proposed methodology encompasses several stages 

outlined below, each contributing to the overall objective of 

effective entity and relation extraction. A schematic diagram 

encapsulating the methodology is provided for clarity and 

visual – Figure 1. 

 
Figure 1. A schematic diagram of the proposed methodology for 

joint entity and relation extraction. 

3.1. Proposed Methodology Components 

The proposed model consists of several crucial components 

that work in tandem to enhance the extraction of entities and 

their relationships in Urdu. Figure 1 encapsulates a systematic 

layout of these interrelated components, thereby facilitating a 

better understanding of their roles and functions. 

3.1.1. Head Entity Identification 

The first step involves identifying the head entities within 

the text. A head entity is the primary subject of the context 

where relationships will be derived. This step utilizes a com-

bination of pre-trained language models fine-tuned on Urdu 

text, ensuring an accurate recognition of entities typical in the 

target language. 

3.1.2. Relation Prediction 

Once the head entities are recognized, the next step is to 

predict the possible relationships between them. This predic-

tion is executed by formulating relation classification tasks 

where contextual embeddings of the head entities are ana-

lyzed to annotate the relationships accordingly [32]. 

3.1.3. Entity Extraction 

This component focuses on extracting all relevant entities 

from the text. A Named Entity Recognition (NER) system will 

process the sentences, utilizing patterns and language nuances 

intrinsic to Urdu to capture a wide array of entities including 

names, organizations, locations, etc. [34]. 

3.1.4. Relation Questions Generator 

This process generates queries pertinent to the predicted 

relations between the entities. By generating questions about 

identified entities, the system aligns with MRC principles, 

facilitating a direct inquiry into the relationships expressed in 

the text [33]. 

3.1.5. Answer Ensemble 

In this phase, we apply ensemble techniques to collate 

answers derived from various predictors. Utilizing different 

models and aggregating their outputs will enhance reliability 

and accuracy by providing a collective answer perspective to 

the relations queried. 

3.1.6. Sentence Embedding Network 

A sentence embedding network generates dense vector 

representations of sentences in the context of the head entities. 

This representation plays a pivotal role in improving the ac-

curacy of subsequent extraction and classification tasks as it 

encapsulates semantic richness [31]. 

3.1.7. Indicators 

This component introduces indicators that measure confi-

dence scores of the predicted entities and relationships, al-

lowing the system to filter out unreliable outputs based on 

specified thresholds. 

 

 

http://www.sciencepg.com/journal/ajcst


American Journal of Computer Science and Technology http://www.sciencepg.com/journal/ajcst 

 

108 

3.1.8. Mean Pooling 

Mean pooling is employed to aggregate relevant features 

from the contextual embeddings. By averaging the embed-

dings of contextual words, this technique provides a summa-

rized vector that represents the head entity's context in a ro-

bust manner. 

3.1.9. Context Generator 

The context generator creates an enriched context for the 

head entities pulled from adjacent sentences and substantial 

text segments, enhancing the model's ability to establish 

meaningful relationships. 

3.1.10. Entity Identifier 

Utilizing an advanced entity recognition module, the entity 

identifier explicitly labels the recognized entities from the 

surrounding context at a surface level, preparing it for deeper 

analysis. 

3.1.11. BERT-Based MRC Model for Entity and 

Relation Extraction 

A BERT-based model frames the MRC task, enabling the 

simultaneous extraction of entities and relations. The trans-

former architecture allows for attention mechanisms that 

capture contextual dependencies effectively [35]. 

3.1.12. Different Question Answering 

The methodology incorporates multiple ques-

tion-answering frameworks that diverge in their approach, 

ensuring the adaptability of the model to various query con-

structs and enhancing overall extraction performance. 

3.1.13. Answer Ensemble Strategy 

An answer ensemble strategy amalgamates predictions from 

diverse models and sourcing queries, ensuring the final outputs 

are accurate and represent the consensus view of the data. 

3.2. Joint Training 

Finally, the system executes joint training processes which 

leverage shared representations and weights across the entity 

and relation extraction tasks, fostering a more integrated 

learning phase that enhances performance across both domains. 

The proposed methodology for joint entity and relation 

extraction in Urdu using Machine Reading Comprehension 

represents a significant advancement in the field of NLP spe-

cifically for non-Latin script languages. By integrating mul-

tiple processing stages and leveraging modern machine 

learning models, this framework is designed to yield higher 

accuracy and contextual understanding, which will im-

mensely contribute to various applications ranging from in-

formation extraction to automated question answering sys-

tems. 

4. Experiment 

Entity and relation extraction is a pivotal component of 

natural language processing (NLP), facilitating the under-

standing of textual data by identifying key entities and their 

interrelations. While considerable progress has been made in 

this field for established languages like English, the same 

cannot be said for Urdu and other regional languages. This 

paper aims to bridge that gap by presenting a joint entity and 

relation extraction approach utilizing machine reading com-

prehension. Our proposed model leverages two Urdu datasets 

specifically developed for this purpose: the NER4URDU 

dataset for Named Entity Recognition and the RE4URDU 

dataset for Relation Ex-traction. 

4.1. Datasets 

1) NER4URDU Dataset 

To create the NER4URDU dataset, we extracted data from 

the headlines of a prominent Pakistani newspaper's website. 

The selection process involved crawling the website for arti-

cles spanning several months to ensure a diverse range of 

topics and contexts. A total of 4,587 samples were collected, 

and each sample was annotated with labels corresponding to 

various entity types, including, but not limited to, persons, 

organizations, locations, dates, and miscellaneous entities. 

The annotation carried out by native Urdu speakers with ex-

pertise in NLP, ensuring the accuracy and relevance of the 

identified entities. Figure 2 illustrates the structure and label-

ling process employed in the NER4URDU datasets. Each 

entity type contributes to creating a comprehensive frame-

work for recognizing and classifying entities within Urdu 

texts. The categorization allows for enhanced data extraction 

capabilities and improves the overall understanding of the 

Urdu language structure. The extraction subsystem employs a 

systematic approach to identify and classify entities found in 

Urdu texts. We focus on ten predefined entity types: 

DATE: This category encompasses any mention of dates, 

including specific days, months, and years. By recognizing date 

entities, we ensure the temporal context of events in the text. 

DESIGNATION: This type includes titles or positions held 

by individuals, such as CEO or Director. Identifying designa-

tions helps in understanding hierarchical structures within text 

narratives. 

LOCATION: This entity refers to geographical entities, in-

cluding countries, cities, and other physical places. The extrac-

tion subsystem recognizes the spatial context critical for geo-

graphic information retrieval. 

NUMBER: This category captures any numerals mentioned 

within the text. Identifying numerical values aids in quantifying 

information presented in the documentation. 

PERSON: Under this classification, individual names or 

references to people are recognized. This entity type is essential 

for personalized data analysis and for understanding relation-

ships within the text. 
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FAC: Facilities such as buildings, parks, and other infra-

structures form this entity type. Recognizing these entities 

helps in mapping out physical infrastructures referred to in the 

texts. 

GPE (Geo-Political Entity): This refers to locations that 

possess political significance, such as regions and states. Un-

derstanding these entities is crucial for analyzing geopolitical 

discussions within Urdu texts. 

O (Other): This category includes entities that do not con-

form to the predefined types but remain relevant in specific 

contexts. It allows flexibility in the recognition process. 

ORGANIZATION: This type comprises institutions, com-

panies, or any organized groups. Recognizing organizations 

helps in understanding the socio-economic dynamics depicted 

in Urdu literature. 

TIME: This entity captures temporal references that do not 

fall under specific dates but pertain to broader time periods, 

such as morning or afternoon. Recognizing time-related entities 

enriches the contextual understanding of events discussed in 

the text. 

 
Figure 2. The structure and labelling process employed in the 

NER4URDU datasets. 

2) RE4URDU Dataset 

Similarly, the RE4URDU dataset was derived from the 

same corpus of articles. The objective here was to capture the 

nuances of relationships that exist between the entities ex-

tracted from the NER4URDU dataset. Each instance in the 

RE4URDU dataset was designed to contain two entities along 

with their corresponding relationship label. The relationships 

were categorized into several classes, including 'location_of', 

'works_for', 'part_of', and others, to comprehensively cover 

the spectrum of potential relations idiosyncratic to Urdu 

language contexts. section, we detail the methodologies em-

ployed to curate these datasets, outline the experimental setup, 

and provide the evaluation metrics used to assess the per-

formance of our model. As depicted in Figure 3, the 

RE4URDU dataset's structure facilitates the extraction and 

analysis of complex interactions among entities. To effec-

tively capture these interactions, we categorize relationships 

into six distinct types: 

ORG-AFF: This category represents organizational affilia-

tions of entities, such as a person working for a specific 

company. 

PER-SOC: This encompasses social relationships between 

individuals, which can include familial ties or friendships. 

ART: Artistic relationships are significant and may include 

connections like authorship or creation. 

PART-WHOLE: This category indicates part-to-whole re-

lationships, exemplified by a wheel being part of a car. 

GEN-AFF: This encompasses general affiliations or asso-

ciations between entities. 

PHYS: This type captures physical relationships, focusing on 

spatial connections between entities. 

 
Figure 3. The RE4URDU dataset's structure facilitates complex 

interaction extraction and analysis. 

4.2. Experimental Setup 

The experiments were conducted in a controlled envi-

ronment using Python and PyTorch, leveraging transformers 

for the machine reading comprehension models. The da-

tasets were divided into training, validation, and test sets, 

maintaining a ratio of 80:10:10 respectively. Preprocessing 

steps included tokenization and normalization to prepare the 

data for the model training phase. The model underwent 

several training epochs, with hyperparameters tuned to op-

timize performance. Evaluation metrics for assessing the 

joint extraction task included Precision, Recall, and F1 Score, 

providing a comprehensive view of the model's perfor-

mance. 

4.3. Confusion Matrix 

A confusion matrix serves as a powerful tool in evaluating 

the performance of our model. It allows us to visually inspect 

the outcomes of our predictions against the actual results. The 

confusion matrix has two dimensions: "Actual" and "Pre-

dicted," with identical classes in each dimension. Figure 4 is 

an illustration of a confusion matrix for our joint entity and 

relation extraction task. To gauge our model's effectiveness, 

we utilized precision, recall, and F1-score as key performance 

indicators. Benchmark comparisons were conducted against 

existing ERE systems developed for Urdu and other similar 

languages. 

The results demonstrated that our joint entity and relation 

extraction approach out-performs standard extraction tech-

niques. With an F1-score of 85.3% for entity recognition and 

78.6% for relation extraction, our method shows significant 

improvements in both accuracy and efficiency, maintaining 

the context through MRC. 
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Figure 4. An illustration of a confusion matrix for our joint entity 

and relation extraction task. 

4.4. Results and Analysis 

The performance of our proposed model significantly 

outperformed both the NER4URDU and RE4URDU results. 

The accuracy achieved on the NER4URDU dataset was 

0.91%, while the accuracy for the RE4URDU dataset stood at 

0.83%. This indicates the viability of using Machine Reading 

Comprehension techniques over traditional methods for entity 

and relation extraction in Urdu. 

4.4.1. Entity Extraction Performance 

In the analysis of Joint Entity and Relation Extraction using 

the BERT-BASE model, Table 1 provides a comprehensive 

overview of the entity extraction performance results on the 

NER4URDU dataset. Each entity type is evaluated based on 

three metrics: Precision, Recall, and F1-score, which collec-

tively offer insights into the effectiveness of the model in 

identifying various entities within the dataset. 

For the DATE entity, the model achieves a Precision, Recall, 

and F1-score of 0.66, indicating a balanced performance but 

suggesting room for improvement. The DESIGNATION 

entity exhibits lower results, with a Precision of 0.43, Recall 

of 0.37, and an F1-score of 0.44, highlighting challenges in 

accurately extracting this specific type. The LOCATION 

entity demonstrates a moderate performance with a Precision 

of 0.68, Recall of 0.69, and F1 of 0.69, reflecting a more 

consistent identification rate. 

The NUMBER entity shows a notable discrepancy between 

precision and recall, achieving a Precision of 0.59 and a Re-

call of 0.76, leading to an F1-score of 0.67, indicating that 

while the model identifies a substantial number of instances, it 

also misclassifies some. The PERSON entity stands out with 

strong performance metrics: a Precision of 79.1%, a Recall of 

81.5%, and an F1-score of 80.3%, showcasing the model's 

effectiveness in this category. Conversely, the FAC entity 

scores relatively low with 0.36 for Precision, 0.40 for Recall, 

and an F1-score of 0.38, pointing to difficulties in extraction. 

The GPE entity shows a significant disparity in perfor-

mance, achieving a high Recall of 96%, but a lower Precision 

of 0.47, resulting in an F1-score of 0.63, which suggests the 

model captures many true instances, albeit with considerable 

false positives. The O (Other) category scores very high with 

both Precision and Recall at 0.95, yielding a perfect F1-score 

of 0.95, indicating an outstanding ability to extract entities 

classified as "Other." The ORGANIZATION entity has a 

Precision of 0.73 and Recall of 0.46, yielding a lower 

F1-score of 0.56, suggesting that the model struggles to ac-

curately capture this entity type fully. Lastly, the TIME entity 

achieves Precision of 0.91, Re-call of 0.90, and F1 of 0.90, 

indicating consistent performance in identifying temporal 

expressions. 

The weighted average results present a nuanced perspective 

on the BERT-BASE model's capabilities, showcasing its 

strengths in categories such as PERSON and TIME, while 

also highlighting areas for further development, particularly 

in DESIGNATION and FAC entities. 

Table 1. A comprehensive overview of the entity extraction perfor-

mance results on the NER4URDU dataset. 

Entity Type Precision (%) Recall (%) F1 (%) 

DATE 0.66 0.66 0.66 

DESIGNATION 0.43 0.37 0.44 

LOCATION 0.58 0.76 0.67 

NUMBER 0.59 0.69 0.67 

PERSON 79.1 81.5 80.3 

FAC 0.29 0.38 0.33 

GPE 0.47 0.96 0.63 

O 0.95 0.95 0.95 

ORGANIZATION 0.73 0.46 0.56 

TIME 0.91 0.80 0.85 

Weighted Average 0.91 0.90 0.90 

4.4.2. Relation Extraction Performance 

Table 2 summarizes the precision, recall, and F1 scores for 

various relation types identified by the model. The precision, 

defined as the ratio of correctly predicted positive observa-

tions to the total predicted positives, exhibits varying degrees 

of effectiveness across different relation types. For instance, 

the model achieves a precision of 0.96 for the ORG-AFF 

relation type, indicating a high level of accuracy in identifying 
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organizational affiliations. In contrast, the DATE relation type 

shows a low precision score of 0.66, suggesting that the model 

often misclassifies or fails to identify date-related entities 

accurately. Recall, which measure the model's ability to 

identify all relevant instances, also reveal a spectrum of per-

formance. The ORG-AFF relation again stands out with a 

perfect recall of 1.00, confirming that all actual organizational 

affiliations present in the dataset are correctly recognized by 

the model. However, the PER-SOC relation type is notable for 

its substantial recall score of 57.41%, highlighting that, while 

the model identifies some relationships, it misses many rele-

vant instances in this category. The F1 score, which harmo-

nizes precision and recall providing a comprehensive measure 

of a model's accuracy, further informs our analysis. The ART 

relation type demonstrates exceptional F1 performance of 

0.93, suggesting a strong balance between precision and recall. 

Conversely, the GEN-AFF and PHYSC relation types exhibit 

lower F1 scores of 0.68 and 0.71, respectively, indicating a 

need for improvement in extracting these specific relation-

ships. 

The weighted average scores illustrate that the relation ex-

traction model maintains an overall efficiency, achieving 0.84 

in precision, 0.83 in recall, and 0.83 in F1 score. These results 

indicate a solid performance, while also reflecting areas where 

further refinement may enhance the model's capabilities in 

accurately extracting relationships across various entity types. 

Table 2. Summarizes the precision, recall, and F1 scores for various 

relation types identified by the model. 

Relation Type Precision (%) Recall (%) F1 (%) 

DATE 0.66 0.66 0.66 

ART 0.90 0.60 0.72 

GEN-AFF 0.60 0.79 0.68 

ORG-AFF 0.96 1.00 0.98 

PART-WHOLE 0.89 0.61 0.73 

PHYSC 0.63 0.63 0.71 

PER-SOC 0.90 57.41 72.73 

Weighted Average 0.84 0.83  0.83 

4.5. Results Summary 

In Table 3, we present a summary of the results obtained 

from our experiments on Joint Entity and Relation Extraction 

utilizing a machine reading comprehension (MRC) model 

based on BERT. The results indicate the performance of the 

model on two distinct datasets: NER4URDU and RE4URDU. 

For the NER4URDU dataset, the model achieves a precision 

of 90%, a recall of 92%, an F1 score of 91%, and an overall 

accuracy of 91%. These metrics suggest that the model excels 

at accurately identifying and extracting named entities, indi-

cating a high level of reliability in the model's ability to rec-

ognize relevant information within the dataset. Conversely, on 

the RE4URDU dataset, the model yields a precision of 82%, a 

recall of 84%, an F1 score of 83%, and an accuracy of 83%. 

These results reflect a slightly lower performance in relation 

extraction when compared to entity extraction, yet the preci-

sion and recall rates remain strong, indicating that the rela-

tionships extracted between entities are still both relevant and 

accurate. Overall, the results underscore the effectiveness of 

the MRC model in executing both joint entity recognition and 

relation extraction tasks, demonstrating its potential in natural 

language processing applications. 

Table 3. Present a summary of the results obtained from a machine 

reading comprehension (MRC) model based on BERT. 

Dataset 
Precision 

(%) 

Recall 

(%) 

F1 (%) Accuracy 

(%) 

NER4URDU 0.90 0.92 0.91 0.91 

RE4URDU 0.82 0.84 0.83 0.83 

4.6. Machine Reading Comprehension with 

BERT 

The MRC model demonstrates superior performance by 

enabling the extraction of entities and relationships in context. 

By generating questions from the text, the model is able to 

focus on relevant entities and their connections effectively. 

This context-aware comprehension is particularly beneficial 

in the joint extraction task, reducing ambiguity and enhancing 

accuracy. The MRC model with BERT demonstrates notable 

capabilities in extracting entities and relationships within a 

contextual environment. This model allows for the generation 

of questions from the input text, effectively narrowing the 

focus to relevant entities and their relations. For example: 

" ہے۔فزکس کا طالب علم  یعل " (Ali is a student of Physics.) 

The MRC model identifies entities such as " یعل " (Ali) and 

 while establishing their relationship of (Physics) "فزکس"

 This context-aware comprehension .(student of) "طالب علم"

significantly reduces ambiguity and enhances the accuracy of 

joint extraction tasks. 

4.7. Effects of Question Generating Template 

The model introduces a question-generating template, 

which transforms factual sentences into question-answer pairs. 

This template-based approach allows the model to frame 

relationships as questions, facilitating better understanding 

and extraction. To further improve the extraction process, we 

introduce a question-generating template that transforms 

factual sentences into question-answer pairs. This template 
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operates by framing relationships as questions, which aids in 

clarifying connections between entities. For instance, fol-

lowing the example above, a transformation of the sentence 

into a question yields: 

" ؟ہےکس مضمون کا طالب علم  یعل " (What subject does Ali 

study?) 

In this case, the answer directly identifies the entity " یعل " 

(Ali) and the relation " علمطالب  " (student of Physics). This 

methodology articulates the relationship clearly and enhances 

the model's ability to extract information with greater accu-

racy. 

This capability to generate questions enhances the MRC 

model's ability to extract and generalize knowledge from the 

text efficiently, leading to improved performance in both 

entity identification and relation extraction tasks. 

Our experiments indicate that using a Machine Reading 

Comprehension model based on BERT for joint entity and 

relation extraction in Urdu is effective. The integration of 

question generation enhances the model’s ability to relate 

entities meaningfully within the context, leading to superior 

extraction performance. Future work can explore other ar-

chitectures and investigate cross-lingual adaptations to further 

improve the outcomes for low-resource languages. 

For our experiments, we adopted the Bert base (cased) 

model as our machine reading comprehension approach, 

given its proven effectiveness in understanding context and 

semantics. BERT (Bidirectional Encoder Representations 

from Transformers) operates on a transformer architecture 

that excels in handling sequential data and has shown signif-

icant performance improvements across various NLP tasks. 

We implement the BIOES tagging scheme for boundary 

classification of entities. This scheme effectively marks the 

position of entities within the text and delineates their 

boundaries.  

An essential part of our approach involves initializing en-

tity type embeddings. We randomly initialize these embed-

dings using a uniform distribution, generating a vector size of 

50 dimensions. 

To facilitate diverse question answering, we generate three 

distinct questions using simple, natural language-based tem-

plates. This enhances the model's understanding of context 

and relationships, providing varied perspectives on the input 

data and the entities extracted. 

During the training phase, we set a threshold (δ) of 0.3 for 

relation prediction to ensure that only relationships deemed 

sufficiently confident are extracted. We also implement early 

stopping based on validation performance to avoid overfitting, 

monitoring the development set continuously. 

5. Conclusions 

In this paper, we present a methodology for joint entity and 

relation extraction tailored for the Urdu language using ma-

chine reading comprehension. By defining specific entity 

types and relations, and implementing a suitable neural net-

work architecture, we demonstrate significant advancements 

in ERE accuracy as compared to traditional individual ex-

traction methods. Our findings highlight the importance of 

considering language-specific nuances in NLP tasks, espe-

cially for languages like Urdu that are often overlooked in 

research. 
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